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When not watching 
seaplanes out of my 
oice window
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Interactive Systems
Language Agents
Meta Learning
Scientific Discovery
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Communicative 

Intent
Recognizing the specific 

needs, intentions, and 
expectations of the task

Act in the 
World

Perform valid actions in 
the world to satisfy the 
communicative intent

Observe from 
the World

Observe the eect of 
performed action and 

validate with intent

Continual discovery of knowledge about the underlying world 

E.g., Causal Facts, Sequential Eects, Data-generating Fns

Discovery, by nature, is 
sequential.

The process of discovery:

1. Conduct experiments to 
test pre-defined hypotheses

2. Observe & collect data; 
build methods to explain it



Can a system at least make known, 
validated discoveries correctly?

Validating new discoveries is incredibly challenging

A first step to the broader goal
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systems ability to long-term planning, sequential reasoning, and decision making
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Simulated Worlds
Text-worlds are great simulations of real-world phenomena for testing 
systems ability to long-term planning, sequential reasoning, and decision making

Often, the underlying world model is known to makers/developers which allows
systematic evaluation of systems ability to interpretably discover new (to them) knowledge

ScienceWorld SmallVille Machiavelli



TextWorlds: E.g., ScienceWorld 

> look around
This room is called the hallway. 
In it, you see: a picture, a 
substance called air, A door to 
the art studio (that is open) A 
door to the kitchen (that is 
open)...

. . .

> pick up thermometer
You move the thermometer to the 
inventory.
> open cupboard
The cupboard is now open.
> pick up metal pot
You move the metal pot to the 
inventory.
> look around
This room is called the 
kitchen. … 
> move metal pot to sink
You move the metal pot to the 
sink.
> activate sink
The sink is now activated.
. . .

> focus on substance in metal pot
You focus on the water.
> pick up metal pot
You move the metal pot to the 
inventory.
> move metal pot to stove
You move the metal pot to the stove.
> activate stove
The stove is now activated.
> examine substance in metal pot
a substance called water
> use thermometer in inventory
on substance in metal pot
the thermometer measures a 
temperature of 13 degrees celsius
> use thermometer in inventory on 
substance in metal pot
the thermometer measures a 
temperature of 102 degrees celsius 
(Task Completed)

Task Description: 
Your task is to boil water. 

> go to kitchen
You move to the kitchen.

> look around
This room is called the kitchen.
In it, you see: 
a cupboard, a sink, a fridge, …. 



Model classes Learning Interpretability Generalization

RL (DRRN, CALM, 
KG-A2C)

Policies from environment 
feedback

Low Low

Supervised (TDT) Behavior cloning from gold trials Low Low

Generative (GPT-4) Pre-training + Instruction tuning Low Moderate

Hybrid (SwiftSage) Mix of Supervised + Generative Low Moderate
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Model classes Learning Interpretability Generalization

RL (DRRN, CALM, 
KG-A2C)

Policies from environment 
feedback

Low Low

Supervised (TDT) Behavior cloning from gold trials Low Low

Generative (GPT-4) Pre-training + Instruction tuning Low Moderate

Hybrid (SwiftSage) Mix of Supervised + Generative Low Moderate
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Ad
ap

tiv
e Meta RL (AdA) Online RL on previous trials Low High

Reflexion Mistakes from previous trials High Moderate

What we want More than mistakes High High



Can systems 
continually and generalizably 

hypothesize about a world, 
learning from interactions?



CLIN: Continually Learning from INteractions
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trial so far 
(goal-action-observation-

…) ScienceWorld 
simulator

End (return trial {AO})
 

Task
“Your task is to boil water”

G

“Find the water”
goal

O
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You see a sink
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observation

A

action
“Go to kitchen”
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TR
IA
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trial1
{GAO}+task, environment:

G: Find water, A: go to kitchen, O: You see sink,
G: Fill water in pot, A: Activate sink, O: Pot is filled 
with water, ….

Moving to kitchen 
ENABLES obtaining water,

Activating sink ENABLE 
filling pot with water

** Controller + Executor: Zero-shot GPT-4
(unlike Reflexion/ReAct, 

we do not use any task-specific few-shot examples)

ExecutorController
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 CLIN Exhibits Rapid Task Adaptation
Quick adaptation, improved eiciency CLIN beats reflective SOTA
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CLIN Generalizes to Novel Environments
Train:
Boil water
Boil chocolate

Test:
Boil Cadmium

CLIN even beats 
imitation learning 
baselines (that uses 
gold trajectories) in 
most lengthy, 
complex tasks



CLIN Generalizes to Novel Tasks

Train (in Env 1):
Boil water
Boil apple juice

Test (in Env 1):
Freeze Water

Performance gain in 38% episodes Lesser steps

The improvement 
aributes to critical 
learning about the 
environment
(apple juice is in the fridge)



Precision of Learned Hypotheses
Natural selection of good hypotheses over time shows CLIN can 
auto-correct when the initial hypotheses are not applicable due to loss 
of specificity or lack of information.

CLIN converges to a more precise representation of the world



Is Causal Abstraction Helpful?
Hypothesis with no structure is generic (“Be clear with your actions”), often 
contains ungrounded information (“use a food processor”), and does not 
naturally abstract causal relations towards a world model (“this is unnecessary 
and wastes time”)



The Good and The Bad
CLIN is able to compose hypotheses

No stove, use furnace (Env 1) + Go to Kitchen for apple juice (Env 2)



The Good and The Bad
CLIN is able to compose hypotheses

No stove, use furnace (Env 1) + Go to Kitchen for apple juice (Env 2)

But when it fails, it is due to:

1. Lack of exploration
If it has never visited an art studio, 

it will never “explore” to reach art studio for collecting paints

2. Poor memory retrieval
It knows to use stove for heating OR use furnace when stove is broken 

BUT to boil cadmium it needs to use furnace even if the stove is working



Hypothesis 
as a skill?

ICML, 2024



Skills
● World model information should:

○ Be general, composable, editable, and retrievable
○ Contribute to LLM agent’s knowledge of the world model 

(state & action transitions)

Skill 
InstructionsInitial State Final State



Skill Definition

Target:
● goal state feature

Prerequisites:
● initial state features
● used for retrieval

Instructions:
● generic actions to execute

Example generated Skill

Target: agent is in the 'target location'

Prereqs: 
1. agent is in a location that has a door leading to a 

hallway
2. there exists a known target location to which 

agent needs to move
3. agent is able to move (not restricted or blocked)

Instructions:
1. go to hallway

2. go to 'target location'



Skill Set Optimization
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SSO Outperforms CLIN
sc

or
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Skill Lifecycle

1. Skills are learned in 
order

2. Old skills are 
forgoen in favor of 
the newer
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Methods of Scientific Inquiry

 500,000 results in S2 
from 1979 

37000+ papers published 
from 1976 

Theoretical 
Science

Develop models or 
theories to explain 

phenomena

Experimental 
Science

Conduct experiments 
to test pre-defined 

hypotheses

Observational 
Science

Observe & collect 
data, build methods to 

explain it

A lot of important science has come out of 
looking at observational data. 

Can we autonomously discover 
● insights from datasets to reduce 

turnaround time?
● undiscovered knowledge without 

performing additional data collection?
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● Planning & orchestrating research pathways
● Execute & verify candidate hypotheses
● Accommodating human feedback
● Reproducible and robust results



Data-driven Discovery
● Comprehensive data-understanding
● Ex-ante hypothesis search/generation
● Planning & orchestrating research pathways
● Execute & verify candidate hypotheses
● Accommodating human feedback
● Reproducible and robust results

Data-driven Discovery:  Following Newell & 
Simon (1976), we define a heuristic search 
problem that aims to describe a given set of 
observations by uncovering the laws that
govern its data-generating process.
E.g., “under context c, variables v have 
relationship r”

Newell, A. and Simon, H. A. Computer science as empirical 
inquiry: symbols and search. Commun. ACM, 1976



Automated Discovery in Past



ICML, 2024



Data-driven Discovery as a Predictive Task
Given a dataset D and a Discovery 
Goal G, derive the most specific 
hypothesis H addressing G and 
supported by D. 

Alternatively,
A data-driven hypothesis H is a 
declarative sentence about the 
state of the world whose truth value 
may be inferred from a given dataset 
D using a verification procedure 
V: H → {supported, unsupported}, for 
instance, via statistical modeling.
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Data-driven Discovery as a Predictive Task
Given a dataset D and a Discovery 
Goal G, derive the most specific 
hypothesis H addressing G and 
supported by D. 

Alternatively,
A data-driven hypothesis H is a 
declarative sentence about the 
state of the world whose truth value 
may be inferred from a given dataset 
D using a verification procedure 
V: H → {supported, unsupported}, for 
instance, via statistical modeling.

Inspired by Thompson and Skau (2023), 
we introduce a structured formalism 
that breaks a hypothesis down into 
three hypothesis dimensions:

Context:  Boundary conditions that 
limit the scope of a hypothesis. E.g., “for 
men over the age of 30”

Variables:  Known set of concepts 
that interact in a meaningful way under 
a given context to produce the 
hypothesis. E.g., gender, age, or income

Relationship:  Interactions between a 
given set of variables under a given 
context that produces the hypothesis. 
E.g., “quadratic relationship”, “inversely 
proportional”, or piecewise conditionals

Urban land use reduced invasion
by gardening plants over 
unintentionally introduced ones.

W. H. Thompson and S. Skau. On the scope of scientific 
hypotheses. Royal Society Open Science, 2023
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DiscoveryBench               264 Tasks, 20+ papers, 6 domains
We replicate the scientific process undertaken by researchers to search for and validate a hypothesis from datasets

Data-first: Filter papers + workflows 
based on public datasets: National 
Longitudinal Surveys, Global 
Biodiversity Info Facility, World Bank 
Open Data; 2) replicate in Python. 
Replication took up to 90 
person-hours per dataset, often 
(30%) not resulting in success. 

Code-first: Checked 785 repos + 
datasets, 85% had missing or 
non-adaptable code to Python, or 
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Task Dataset: Dataset contains 
information from National 
Longitudinal Survey of Youth 
(NLSY79). It includes information 
about the Demographics, Family 
Background, Education …

Discovery Goal: How does 
socioeconomic status aect the 
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Data Loading 
& Cleaning

Calculate 
Academic 
Ability et al.

Calculate SES

Data Filtering 
& Modeling
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Task diiculty ∝  max path 
length between obs. and 
target node

Hypothesis Semantic Tree DB-Real (6 domains: sociology, biology, humanities, economics, engineering, & meta-science)



Task diiculty ∝  max path 
length between obs. and 
target node

Hypothesis Semantic Tree DB-Real (6 domains: sociology, biology, humanities, economics, engineering, & meta-science)



Task diiculty ∝  max path 
length between obs. and 
target node

DB-Synth (skipped)
LLM-based semantic 
tree construction + data 
generation

Hypothesis Semantic Tree DB-Real (6 domains: sociology, biology, humanities, economics, engineering, & meta-science)



Discovery Agents
All discovery agents have access to a python environment, capable of generating and executing programs on the datasets

CodeGen

generates the entire 
code at one go to solve 
the task, with help of a 
demonstration example 
in the context. 

After code execution 
and based on the result, 
it generates the NL 
hypothesis and 
summarizes the 
workflow

ReAct

solves the task by 
generating thought and 
subsequent codes in a 
multi-turn fashion.

A traditional 
sequential-decision 
maker.

DataVoyager

is a multi-component 
data-driven discovery 
agent. 

It has four components: 
planner, code 
generator, data 
analysis, and critic, that 
orchestrate the 
discovery process.

Reflexion (Oracle)

is an extension of 
CodeGen agent, where 
at the end of one trial, 
we provide an “oracle” 
feedback about task 
completion, and it 
generates a reflection 
to improve in the next 
trial till it solves the 
task, or maximum trials 
(3) are reached.



Can Discovery Agents Solve Discovery Tasks?

Overall performance for all 
framework-LLM pairs is low 

Llama-3 is almost equally 
performant with GPTs

All discovery agents have access to a python environment, capable of generating and executing programs on the datasets



With oracle Reflexion, 
performance significantly 
improves. 

Agents’ performance
could  improve with 
human-in-the-loop 

Can Discovery Agents Solve Discovery Tasks?
All discovery agents have access to a python environment, capable of generating and executing programs on the datasets



Can LLMs “Cheat” by Hallucination?

We set up agents to 
generate the final 
hypothesis only with the 
task and data description, 
but without provisioning 
any data! 

Llama-3 performs similarly
in both data and no-data 
modes!!



Graded Performance of the Best Agent 
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require advanced stat methods. 
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(23%) perform beer.

Sc
or

e



Graded Performance of the Best Agent 

Biology (0%) and engineering
(7%) perform the worst. They 

require advanced stat methods. 
Economics (25%) and sociology 

(23%) perform beer.

Goals related to discovering a 
relationship given context and 

variables are more easily 
solved than the other two 

types of goals.

Sc
or

e



Graded Performance of the Best Agent 
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Biology (0%) and engineering
(7%) perform the worst. They 

require advanced stat methods. 
Economics (25%) and sociology 

(23%) perform beer.

Goals related to discovering a 
relationship given context and 

variables are more easily 
solved than the other two 

types of goals.

Decreasing trend in 
performance as workflow length 

increases. The performance 
drops significantly even for 
medium-length workflows.



Summary
● Communicative agents form beer hypotheses in structured 

formalism compared to generic abstractions

● Online refinement has net welfare benefit, imagine learning a library 
of hypothesis – automated knowledge base construction?

● It’s possible to view automated discovery as a grounded interactive 
task and communicative agents can oer progress



Thanks!

@mbodhisawa

@bodhisawam@allenai.org


